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Stat 414 – ANOVA Handout 

Notation: Assume a balanced, one-way ANOVA study design 

- 𝑦௜௝ is the 𝑖௧௛ observation of our response variable in group j

- 𝑛௝ is the number of observations in the 𝑗௧௛ group

- 𝐽 is the number of groups

Complete the SS and DF columns in the table below using this notation 

Source SS Df Mean Square Interpretation 
Groups 

Error 

Total 

(a) How would you explain the “ – 1” parts of the degrees of freedom values?

Number of indepe 

ndent linear contrasts 

(b) How is R2 calculated and what does it tell us?

R^2 = SSgroups / SSTotal = proportion of total variation in the response variable explained by 
the group differences in this sample 

(c) How is the F-ratio calculated and what does it tell us?

F-ratio is how many times larger the group-to-group variance is the natural variation in the data

Reminders: Let 𝑆 = 𝑛Σ൫𝜇௝ −  𝜇൯
ଶ
 represents the “true variability” among the groups on the SS

scale (like aggregated across all the observations) 

𝐸(𝑆𝑆𝑔𝑟𝑜𝑢𝑝𝑠) = (𝐽 − 1)𝜎ଶ + 𝑆;  

𝐸(𝑀𝑆𝑔𝑟𝑜𝑢𝑝𝑠) =  𝜎ଶ +  𝑆/(𝐽 − 1) = 𝜎ଶ + 𝑛𝜎௚
ଶ where 𝜎௚

ଶ = 1/{𝐽 − 1)Σ൫𝜇௝ −  𝜇൯
ଶ

𝐸(𝑀𝑆𝑒𝑟𝑟𝑜𝑟) =  𝜎ଶ;    

𝐸(𝑆𝑆𝑡𝑜𝑡𝑎𝑙) = (𝑁 − 1)𝜎ଶ +  𝑆 
So the SSgroups includes both variation between groups and 
"random noise" from the sampling process (e.g., the group 
means varying from sample to sample)

So (N-1)sigma^2 + S^2 + sigma^2
will estimate N(sigma^2) + S on the
SS scale 
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Turns out, R2 is a biased estimator of the between group variation / total variation in the 
population.  Another popular statistic corrects for that bias. In particular, SSgroups is expected 
to be larger than zero even when there are no genuine group differences, due to the random 
noise in the data.  So we will adjust the numerator by subtracting off the expected noise across 
the J groups: (𝐽 − 1)𝑀𝑆𝐸𝑟𝑟𝑜𝑟 .  So the denominator better estimates the expected total 
variance (think 𝑆 +  𝑁𝜎ଶ), we will add one more 𝑀𝑆𝐸𝑟𝑟𝑜𝑟. 

Definition: “Omega-squared” (𝜔ଶ) is an (approximately) unbiased estimator of 
ௌ

ௌା ேఙమ
 for the 

specific groups in the study: 

𝜔ෝଶ =
𝑆𝑆𝑔𝑟𝑜𝑢𝑝𝑠 − (𝐽 − 1)𝑀𝑆𝐸𝑟𝑟𝑜𝑟

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  + 𝑀𝑆𝑒𝑟𝑟𝑜𝑟

This statistic is usually smaller than 𝑅ଶ, software can even create confidence intervals. 

Alternatively (see Section 3.3) 

Instead of calculating 𝑀𝑆𝑔𝑟𝑜𝑢𝑝𝑠, let’s literally calculate the variance of the group means. 

Variance of group means =  𝑆௚௥௢௨௣௦
ଶ =

ଵ

௃ିଵ
Σ(𝑦ത௜ − 𝑦ത)ଶ = MSgroups/n  (n is common group size) 

But this again mixes together the true variation in the group means and the sample to sample 
variance in the sample means: 𝜎ଶ/𝑛.  

Then the denominator will add the between group variation to the within group variation 

Definition: Another estimator of the between/total variance ratio: 

𝐴𝑁𝑂𝑉𝐴 𝐼𝐶𝐶 =  
(𝑀𝑆𝑔𝑟𝑜𝑢𝑝𝑠 − 𝑀𝑆𝑒𝑟𝑟𝑜𝑟)

(𝑀𝑆𝑔𝑟𝑜𝑢𝑝𝑠) + (𝑛 − 1)𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

𝐹 − 1

𝐹 + 𝑛 − 1

which doesn’t depend on the number of groups. Consider it a rescaled effect size. Later we will 
see how this can be used in some cases to estimate the amount of “agreement” between 
observations in the same group. (Is also some discussion in Ch. 3 of your text. This formula 
actually matches the formula it gives, e.g., equation 3.12.)  You can also show that      

𝐼𝐶𝐶 = 𝐽𝜔ଶ/((𝐽 − 1) +  𝜔ଶ), so that 𝐼𝐶𝐶 ≥ 𝜔ଶ = (𝐹 − 1)/(𝐹 + 𝑛 − 1 +
௡

௃ିଵ
). 

between group vs. within group (times the number of observations in the data set)

So to adjust, we subtract the sampling variability: MSgroups/n - sigma^2/n = (MSG-MSE)/n

denominator = (MSG-MSE)/n + MSE = (MSG/n + (n-1)/n MSE) = 1/n(MSG + (n-1)MSE)

"only between group" "within group"  so sum is a measure of "total variation"

total variability (inclues random noise)

only between group

Bottom line, these are two different "effect size" measures but this second one will
become very important to us later...

Beth Chance
Pencil




