Cal Poly A.P. Statistics Workshop – February 16, 2013


Statistical Inference: Randomization Tests
Allan Rossman and Beth Chance

· Activity 1: Dolphin Therapy for Depression

· Activity 2: The Case of Kristen Gilbert

· Activity 3: Lingering Effects of Sleep Deprivation

· Activity 4: The 1970 Draft Lottery

· Activity 5: Cell Phone Impairment?
Rossman/Chance applets: http://www.rossmanchance.com/applets/
Activity 1: Dolphin Therapy for Depression
Swimming with dolphins can certainly be fun, but is it also therapeutic for patients suffering from clinical depression? To investigate this possibility, researchers recruited 30 subjects aged 18-65 with a clinical diagnosis of mild to moderate depression. Subjects were required to discontinue use of any antidepressant drugs or psychotherapy for four weeks prior to the experiment, and throughout the experiment. These 30 subjects went to an island off the coast of Honduras, where they were randomly assigned to one of two treatment groups. Both groups engaged in the same amount of swimming and snorkeling each day, but one group did so in the presence of bottlenose dolphins and the other group did not. At the end of two weeks, each subjects’ level of depression was evaluated, as it had been at the beginning of the study, and it was determined whether they showed “substantial improvement” (reducing their level of depression) by the end of the study  (Antonioli and Reveley, 2005).

(a) What were the researchers hoping to show in this study?

(b) Based on the above description of the study, identify the following terms:


Observational units
 




Explanatory variable







Response variable







Type of study




 (anecdotal, observational, experimental)


How was randomness used in the study 


 (sampling or assignment or both)

The researchers found that 10 of 15 subjects in the dolphin therapy group showed substantial improvement, compared to 3 of 15 subjects in the control group.

	
	Dolphin therapy
	Control group
	Total

	Showed substantial improvement
	10
	3
	13

	Did not show substantial improvement
	5
	12
	17

	Total
	15
	15
	30


(c) Calculate the conditional proportion who improved in each group and the observed difference in these two proportions (dolphin group – control group).


Proportion in Dolphin group that substantially improved:


Proportion of Control group that substantially improved:


Difference (dolphin – control):

(d) What did you learn about the difference in the likelihood of improving substantially between the two treatment groups? Do the data appear to support the claim that dolphin therapy is more effective than swimming alone? Suggest some explanations for the observed difference.

The above descriptive analysis tells us what we have learned about the 30 subjects in the study.  But can we make any inferences beyond what happened in this study?  Does the higher improvement rate in the dolphin group provide convincing evidence that the dolphin therapy is genuinely more effective? Is it possible that there is no difference between the two treatments and that the difference observed could have arisen just from the random nature of putting the 30 subjects into groups (i.e., the luck of the draw) and not quite getting equivalent groups?  We can’t expect the random assignment to always create perfectly equal groups, but is it reasonable to believe the random assignment alone could have led to this large of a difference?

To investigate the possible explanation of no genuine dolphin effect but an unlucky random assignment, let’s create a world where we know there is no genuine dolphin effect and see what kinds of two-way tables we can generate in that world.  Then we will compare these simulated results to the actual research study result to see whether it is plausible that the study took place in such a world.
To create this world, we will assume that the 13 improvers were going to improve regardless of which group they were randomly assigned to and 17 were not (the “null model”).  If we randomly split these 30 subjects (with fixed outcomes) into two groups of 15, we would expect roughly 6 or 7 of the improvers to end up in each group.  The key question is how unlikely a 10/3 split is by this random assignment process alone?

Now the practical question is, how do we do this random assignment?  One answer is to use cards, such as playing cards:

· Take a regular deck of 52 playing cards and choose 13 face cards (e.g., jacks, queens, kings, plus one of the aces) to represent the 13 improvers in the study, and choose 17 non-face cards (twos through tens) to represent the 17 non-improvers.  

· Shuffle the cards well and randomly deal out 15 to be the dolphin therapy group.  

· Construct the 2×2 table to show the number of improves and non-improvers in each group (where clearly nothing different happened to those in “group A” and those in “group B” – any differences that arise are due purely to the random assignment process).

(e) Report your resulting table and calculate the conditional proportions that improved in each group and the difference (dolphin – control) between them. (If working with a partner, repeat this process a second time.)

Simulated table:


Difference in conditional proportions (dolphin – control):

(f) Is the result of this simulated random assignment as extreme as the actual results that the researchers obtained? That is, did 10 or more of the subjects in the dolphin group improve in this simulated table?  

But what we really need to know is “how often” we get a result as extreme as the actual study by chance alone, so we need to repeat this random assignment process (with the 30 playing cards) many, many times. This would be very tedious and time-consuming with cards, so let’s turn to technology.  

(g) Access the Dolphin Study applet.  Click on/mouse over the deck of cards, and notice there are 30 with 13 face cards and 17 non-face cards.  Click on Randomize and notice that the applet does what you have done: shuffle the 30 cards and deal out 15 for the “dolphin therapy” group, separating face cards from non-face cards.  The applet also determines the 2×2 table for the simulated results and creates a dotplot of the number of improvers (face cards) randomly assigned to the “dolphin therapy” group. 

(h) Press Randomize again.  Did you obtain the same table of results this time?

(i) Now uncheck the Animate box, enter 998 for the number of repetitions, and press Randomize.  This produces a total of 1000 repetitions of the simulated random assignment process.  What are the observational units and the variable in this graph? That is, what does each individual dot represent?

(j) Based on the dotplot, does it seem like the actual experimental results (10 improvers in the dolphin group) would be surprising to arise solely from the random assignment process under the null model that dolphin therapy is not effective?  Explain.

(k) Press the Approx p-value button to determine the proportion of these 1000 simulated random assignments that are as (or more) extreme as the actual study. (It should appear in red under the dotplot.) Is this p-value small enough so that you would consider such an outcome (or more extreme) surprising under the null model that dolphin therapy is not effective? 
(l) In light of your answers to the previous two questions, would you say that the results that the researchers obtained provide strong evidence that dolphin therapy is more effective than the control therapy (i.e., that the null model is not correct)?  Explain your reasoning, based on your simulation results, including a discussion of the purpose of the simulation process and what information it revealed to help you answer this research question. 

(m) Are you willing to draw a cause-and-effect conclusion about dolphin therapy and depression based on these results?  Justify your answer based on the design of the study.  

(n) Are you willing to generalize these conclusions to all people who suffer from depression?  How about to all people with mild to moderate depression in this age range?  Justify your answer based on the design of the study.

Activity 2: The Case of Kristen Gilbert
For several years in the 1990s, Kristen Gilbert worked as a nurse in the intensive care unit (ICU) of the Veteran’s Administration hospital in Northampton, Massachusetts.  Over the course of her time there, other nurses came to suspect that she was killing patients by injecting them with the heart stimulant epinephrine.  Part of the evidence against Gilbert was a statistical analysis of more than one thousand 8-hour shifts during the time Gilbert worked in the ICU (Cobb and Gelbach, 2005).  Here are the data:

	
	Gilbert working on shift
	Gilbert not working on shift

	Death occurred on shift
	40
	34

	Death did not occur on shift
	217
	1350


A death occurred on only 2.5% of the shifts that Gilbert did not work, but on a whopping 15.6% of the shifts on which Gilbert did work.  The prosecution could correctly tell the jury that a death was more than 6 times as likely to occur on a Gilbert shift as on a non-Gilbert shift.

Could Gilbert’s attorneys consider a “random chance” argument for her defense?  Is it possible that deaths are no more likely on her shifts and it was just the “luck of the draw” that resulted in such a higher percentage of deaths on her shifts?  

(a) Open the Inference for 2x2 Tables applet. Press New Table and enter the two-way table into the cells.  Then press Done.

(b) Uncheck the Animate box, specify 1000 as the number of repetitions, and then press Randomize. Draw a rough sketch of the dotplot showing the applet’s results for the number of shifts with a death that are randomly assigned to Kristin Gilbert’s group.

(c) Did any of these repetitions produce a result as extreme as the actual data (40 or more deaths on a Gilbert shift)?

If any of your simulated repetitions produced such an extreme result, something probably went wrong with your analysis.  Granted, it’s not impossible to obtain such an extreme result, but the exact probability of this can be shown to be less than 1 in 100 trillion.

(d) What are we forced to conclude about the question of whether random chance is a plausible explanation for the observed discrepancy in death rates between the two groups?  Can we (essentially) rule out random chance as the explanation for the larger percentage of deaths on Gilbert’s shifts than on other shifts?  Explain the reasoning process. [Hint: What is the null model in this study, and what did the simulation reveal about outcomes produced under the null model?]

If Gilbert’s attorneys try to make this argument that “it’s only random chance that produced such extreme values on Kristin’s shifts,” the prosecution will be able to counter that it’s virtually impossible for random chance alone to produce such an extreme discrepancy in death rates between these groups.  It’s just not plausible for the defense attorneys to assert that random chance accounts for the large difference in the groups that you observed in (a).

(e) So whereas we can’t use “random chance” as an explanation, does this analysis mean that there is overwhelming evidence that Gilbert is guilty of murder, or can you think of another plausible explanation to account for the large discrepancy in death rates?  Explain.

Activity 3: Sleep Deprivation

Researchers have established that sleep deprivation has a harmful effect on visual learning.  But do these effects linger for several days, or can a person “make up” for sleep deprivation by getting a full night’s sleep in subsequent nights?  A recent study (Stickgold, James, and Hobson, 2000) investigated this question by randomly assigning 21 subjects (volunteers between the ages of 18 and 25) to one of two groups: one group was deprived of sleep on the night following training and pre-testing with a visual discrimination task, and the other group was permitted unrestricted sleep on that first night.  Both groups were then allowed as much sleep as they wanted on the following two nights.  All subjects were then re-tested on the third day.  Subjects’ performance on the test was recorded as the minimum time (in milli-seconds) between stimuli appearing on a computer screen for which they could accurately report what they had seen on the screen.  The sorted data and dotplots presented here are the improvements in those reporting times between the pre-test and post-test (a negative value indicates a decrease in performance):

Sleep deprivation (n = 11):
-14.7, -10.7, -10.7, 2.2, 2.4, 4.5, 7.2, 9.6, 10.0, 21.3, 21.8


Unrestricted sleep (n = 10):
-7.0, 11.6, 12.1, 12.6, 14.5, 18.6, 25.2, 30.5, 34.5, 45.6
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(a) Does it appear that subjects who got unrestricted sleep on the first night tended to have higher improvement scores than subjects who were sleep deprived on the first night?  Explain briefly.

(b) Calculate the median of the improvement scores for each group.  Is the median improvement higher for those who got unrestricted sleep?  By a lot?

The dotplots and medians provide at least some support for the researchers’ conjecture that sleep deprivation still has harmful effects three days later.  Nine of the ten lowest improvement scores belong to subjects who were sleep deprived, and the median improvement score was more than 12 milli-seconds better in the unrestricted sleep group (16.55 ms vs. 4.50 ms).  The average (mean) improvement scores reveal an even larger advantage for the unrestricted sleep group (19.82 ms vs. 3.90 ms).  But before we conclude that sleep deprivation is harmful three days later, we should consider once again this question. 

(c) Is it possible that there’s really no harmful effect of sleep deprivation, and random chance alone produced the observed differences between these two groups?

You will notice that this question is very similar to questions asked of the dolphin study.  Once again, the answer is yes, this is indeed possible.  Also once again, the key question is how likely it would be for random chance to produce experimental data that favor the unrestricted sleep group by as much as the observed data do?
But there’s an important difference here as opposed to those earlier studies: the data that the researchers recorded on each subject are not yes/no responses (choose helper or hinderer, depression symptoms improved or not, yawned or not).  In this experiment the data recorded on each subject are numerical measurements: improvements in reporting times between pre-test and post-test.  So, the complication this time is that after we do the randomization, we must do more than just count yes/no responses in the groups.  

What we will do instead is, after each new random assignment, calculate the mean improvement in each group and determine the difference between them.  After we do this a large number of times, we will have a good sense for whether the difference in group means actually observed by the researchers is surprising under the null model of no real difference between the two groups (no treatment effect).  Note that we could just as easily use the medians instead of the means, which is a very nice feature of this analysis strategy.

One way to implement the simulated random assignment is to use 21 index cards.  On each card, write one subject’s improvement score.  Then shuffle the cards and randomly deal out 11 for the sleep deprivation group, with the remaining 10 for the unrestricted sleep group.  

(d) Take 21 index cards, with one of the subject’s improvement scores written on each.  Shuffle them and randomly deal out 11 for the sleep deprivation group, with the remaining 10 for the unrestricted sleep group.  Calculate the mean improvement score for each group.  Then calculate the difference between these group means, being sure that we all subtract in the same order: unrestricted sleep minus sleep deprived.


Sleep deprivation group mean:


Unrestricted sleep group mean:


Difference in group means (unrestricted sleep minus sleep deprived):

(e) How many people in the group obtained a difference in the mean improvement scores between the two groups at least as large as the actual study? 

(f) How many of these differences in group means are positive, and how many are negative?  How many equal exactly zero?  

Now we will turn to technology to simulate these random assignments much more quickly and efficiently.  We’ll ask the computer or calculator to loop through the following tasks, for as many repetitions as we might request:

· Randomly assign group categories to the 21 improvement scores, 11 for the sleep deprivation group and 10 for the unrestricted sleep group.

· Calculate the mean improvement score for each group.

· Calculate the difference in the group means.

· Store that difference along with the others.

Then when the computer or calculator has repeated that process for, say, 1000 repetitions, we will produce a dotplot or histogram of the results and count how many (and what proportion) of the differences are at least as extreme as the researchers’ actual result.

(g) Open the Randomization Tests applet, and notice that the experimental data from this study already appear.  Click on Randomize to re-randomize the 21 improvement scores between the two groups.  Report the new difference in group means (taking the sleep deprived mean minus the unrestricted sleep mean).

(h) Click Randomize again to repeat the re-randomization process.  Did you obtain the same result as before?

(i) Now un-check the Animate feature and ask for 998 more re-randomizations.  Look at the distribution of the 1000 simulated differences in group means.  Is the center where you would expect?  Does the shape have a recognizable pattern?  Explain.

(j) Count how many of your 1000 simulated differences in group means are as extreme (or more extreme), in the direction favoring the unrestricted sleep group, as the researchers’ actual result. Enter the researchers’ result in the appropriate Count Samples box determine the approximate p-value by calculating the proportion of your simulated differences that are at least this extreme.  (Do you want to count above or below?)
(k) Do these simulation analyses reveal that the researchers’ data provide strong evidence that sleep deprivation has harmful effects three days later?  Explain the reasoning process by which your conclusion follows from the simulation analyses.

(l) If you find the difference between the mean improvement scores in these two groups to be statistically significant, is it legitimate to draw a cause-and-effect conclusion between sleep deprivation and lower improvement scores?  Explain.
What can we conclude from this sleep deprivation study?  The data provide very strong evidence that sleep deprivation does have harmful effects on visual learning, even three days later.  Why do we conclude this?  First, the p-value is quite small (about .007).  This means that if there really were no difference between the groups (the null model), then a result at least as extreme as the researchers found (favoring the unrestricted sleep group by that much or more) would happen less than 1% of random assignments by chance alone.  Because this would be a very rare event if the null model were true, we have strong evidence that these data did not come from a process where there was not treatment effect.  So, we will reject the null model and conclude that those with unrestricted sleep have significantly higher improvement scores on average, compared to those under the sleep deprivation condition. 

But can we really conclude that sleep deprivation is the cause of the lower improvement scores?  Yes, because this is a randomized experiment, not an observational study.  The random assignment used by the researchers should balance out between the treatment groups any other factors that might be related to subjects’ performances.  So, if we rule out luck-of-the-draw as a plausible explanation for the observed difference between the groups (which the small p-value does rule out), the only explanation left is that sleep deprivation really does have harmful effects.

One important caveat to this conclusion concerns how widely this finding can be generalized.  The subjects were volunteers between the ages of 18-25 in one geographic area.  They were not a random sample from any population, so we should be cautious before generalizing the results too broadly.

If you are wondering whether an exact mathematical calculation of the p-value is possible here, the answer is yes.  But the calculation is more difficult than with yes/no variables.  It turns out that there are 352,716 different ways to assign 21 subjects into one group of 11 and another group of 10.  Of these 352,716 possible randomizations, it turns out that 2533 of them produce a difference in group means (favoring the unrestricted sleep group) of at least 15.92.  The exact p-value is therefore 2533/352,716 ≈ .0072.  The exact randomization distribution is shown here:
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Further exploration:

(m) Redo this simulation analysis, using the difference in group medians rather than means.  When you re-run the simulation, you will have to tell the computer or calculator to calculate medians rather than means.  Report the approximate p-value, and summarize your conclusion.  Also describe how your conclusion differs (if at all) from this analysis as compared to the analysis based on group means.  

Activity 4: The 1970 Draft Lottery
In 1970, the United State Selective Service conducted a lottery to decide which young men would be drafted into the armed forces (Fienberg, 1971). Each of the 366 birthdays in a year (corresponded to a leap year) was assigned a draft number. Young men born on days assigned low draft numbers were drafted sequentially.
(a) In a perfectly fair, random lottery, what should be the correlation coefficient between draft number and sequential date of birthday?

(b) The data are in DraftLottery.xls. Copy and paste these data into the Analyzing Two Quantitative Variables applet by pressing Clear and then simultaneously paste the daynumber and draftnumber columns (the first two columns in the Excel file) into the box, and then press Use Data. This creates a scatterplot of the draftnumber vs. daynumber (if the x and y variables are reversed, press the (explanatory, response) button). Based on the scatterplot, guess the value of the correlation coefficient.  Does it appear that this was a fair lottery?

(c) Calculate the correlation coefficient between draft number and day number by checking the Correlation box. What does this value reveal?
(d) Suggest two possible explanations for the nonzero correlation coefficient.

(e) How could we go about determining whether random chance is a plausible explanation for the observed association between sequential date and draft number?

Of course, the observed correlation could have happened just by chance alone, luck of the draw. To investigate this, we can repeatedly reassign the draft numbers to the day numbers completely at random to see how large the correlation coefficient tends to be when we know for sure the process is truly random.  If the observed correlation coefficient from the 1970 Draft Lottery is much larger, we will have evidence that the observed association didn’t just happen by chance alone.

(f) Check the Show Shuffle Options box and press the Scramble Y-values button. This reassigns the Y-column (draft numbers) to different day numbers.   What value did you get for the correlation coefficient this time?

(g) Press the radio button for Correlation and see this value added to the dotplot.  Now press the Scramble Y-values button 9 more times and see the simulated correlation coefficients gather in the dotplot of Scrambled Correlations.  How is it looking so far, does the observed correlation of -.226 seem consistent with this chance variation?

(h) Specify the number of scrambles to be 990 (for 1000 total) and press the Shuffle Y-values button. Describe the pattern of the resulting dotplot of scrambled correlations.  In particular, what are the values of the mean and standard deviation?

(i) Below the dotplot, check the Count Samples box and use the pull-down menu to select Beyond and then enter the observed sample correlation coefficient and press Go.  The applet reports the proportion of values in the dotplot (shuffled correlations) that are less than the observed value or greater than .226.  Is this approximating a one-sided or a two-sided p-value?

(j) What conclusion would you draw from this p-value?

(k) After discovering the issue with their randomization process, the protocol was revised the following year.  The balls were much more thoroughly mixed in the two bins and now both the draft number and the corresponding day number were randomly drawn from separate bins.  Did this help?

Examine the association between 1971draftnumber vs. daynumber and summarize your results. [Hint: 1971 does not correspond to a leap year so be careful not to use 366 as the daynumber variable so the variables are the same length. So think carefully about how you will copy and paste the data out of the Excel file.]
Activity 5: Cell Phone Impairment?
Researchers at the University of Utah (Strayer and Johnston, 2001) asked student volunteers to use a machine that simulated driving situations.  At irregular intervals, a target would flash red or green.  Participants were instructed to press a “brake button” as soon as possible when they detected a red light.  The machine would calculate the mean reaction time to the red flashing targets for each student in milliseconds.  

The students were given a warm-up period to familiarize themselves with the driving simulator.  Then the researchers had each student use the driving simulation machine while talking on a cell phone about politics to someone in another room and then again with music or a book-on-tape playing in the background (control).  The students were randomly assigned as to whether they used the cell phone or the control setting for the first trial.  The data for 16 students appears below (from Agresti & Franklin, 2009).
	Subject
	Cell phone

reaction time (milliseconds)
	Control

reaction time (milliseconds)

	A
	636
	604

	B
	623
	556

	C
	615
	540

	D
	672
	522

	E
	601
	459

	F
	600
	544

	G
	542
	513

	H
	554
	470

	I
	543
	556

	J
	520
	531

	K
	609
	599

	L
	559
	537

	M
	595
	619

	N
	565
	536

	O
	573
	554

	P
	554
	467


(a) Is this an observational study or a controlled experiment?  Explain.
(b) Explain how randomization was used in this study.

(c) How should we analyze these data?

The study presented here is an example of a matched pairs design.  Each student in the study experienced both treatments (driving while conversing on the cell phone and driving with background music/book.)  Randomization was used in this study, but only to randomly determine which treatment each student experienced first.  This type of design is preferable to a completely randomized design here because the pairing helps to control for innate differences in reaction times across subjects.  If a subject performs differently on the two treatments, we feel much more comfortable attributing that difference to the treatment than if we compared two different people.

(d)  What are the observational units of this study?  What could you use as the response variable?

(e) The response variable for this study is actually the difference in reaction time for each student.  If it is actually the case that cell phone use delays reaction time, what should we see in the data?

(f)  Express the null and alternative hypotheses to be tested here.

(g) Calculate the difference for each student by subtracting the reaction time values (Cell phone – Control). Then calculate the mean difference (
[image: image3.wmf]d

) for the 16 subjects.  
	Subject
	Cell phone
	Control
	

	A
	636
	604
	

	B
	623
	556
	

	C
	615
	540
	

	D
	672
	522
	

	E
	601
	459
	

	F
	600
	544
	

	G
	542
	513
	

	H
	554
	470
	

	I
	543
	556
	

	J
	520
	531
	

	K
	609
	599
	

	L
	559
	537
	

	M
	595
	619
	

	N
	565
	536
	

	O
	573
	554
	

	P
	554
	467
	












[image: image4.wmf]d

= 47.125

(h) Do these data provide evidence in either direction regarding reaction times between the two groups? Explain.

If the null hypothesis is true, then it really should not matter whether a student is talking on the cell phone or not in regard to reaction time.  To assess the evidence provided by the data against the null hypothesis we will use a Randomization Test; where now our strategy is to assume that the subject would have obtained the same two reaction times, but the two times were just as likely to be (cell phone, control) or (control, cell phone).  We will simulate this by simply tossing a coin for each subject, with Heads meaning that the times are as they really were, and Tails indicating that the times will be swapped.

(i) Flip a coin for student A. If the coin is “Heads,” then the cell phone reaction time remains 636 and the control remains 604.  If the coin is “Tails,” then cell phone time becomes 606 and control is 636.  Then repeat this process for each pair.  When you are done, calculate the difference for each pair (taking cell phone time minus control time), and then calculate the mean of the differences 
[image: image5.wmf]d

.  Compare the re-randomized differences here with the original differences on page 3.  

	Subject
	Cellphone
	Control
	Re-randomized

Cell phone
	Re-randomized

Control
	Re-randomized

Diff

	A
	636
	604
	
	
	

	B
	623
	556
	
	
	

	C
	615
	540
	
	
	

	D
	672
	522
	
	
	

	E
	601
	459
	
	
	

	F
	600
	544
	
	
	

	G
	542
	513
	
	
	

	H
	554
	470
	
	
	

	I
	543
	556
	
	
	

	J
	520
	531
	
	
	

	K
	609
	599
	
	
	

	L
	559
	537
	
	
	

	M
	595
	619
	
	
	

	N
	565
	536
	
	
	

	O
	573
	554
	
	
	

	P
	554
	467
	
	
	


We need to repeat this randomization process a large number of times to determine whether the actual experimental result is unusual under the null hypothesis.  We can use the Matched Pairs applet to conduct such a simulation.  

(j) Open the cellphone.xls data file and select and copy all 3 columns. In the applet, press the Paste Paired Data button and paste the data into the Data window and press OK. Now press Randomize. Notice that now we are simulating the randomization used in the study: each time the coin flip comes up “Y” the times switch places.
(k) Now set the Number of Randomizations to 999 (for a total of 1000). Describe the behavior of the distribution of 
[image: image6.wmf]d

, the mean differences, including specifying the observational units and variable in the graph.

(l) Check the Count Samples box, use the pull-down menu to select count above and specify the mean difference observed in the research study (47.125).  Does it appear that obtaining a result of 
[image: image7.wmf]d

= 47.125 (or one even more extreme) occurs by chance alone very often?  Explain,

(m)  Explain in words what this empirical p-value is actually measuring.  

(n) What does this suggest regarding the hypothesis that driving with a cell phone is associated with a delay in response time?  Explain the reasoning process behind your conclusion.

(o)  Are you willing to draw a cause and effect conclusion from this study? To what population can we generalize these results?  Explain.  

A more traditional approach to this study would assume that the observed differences in reaction times come from a population of differences that is normally distributed and then apply a one-sample (or “paired”) t-test to the observed results. Conducting a paired t-test in Minitab yields the following output: 

One-Sample T: diff 

Test of mu = 0 vs > 0

                                      95%

                                    Lower

Variable   N  Mean  StDev  SE Mean  Bound     T      P

diff      16  47.1   51.3     12.8   24.6  3.67  0.001

(p)  How do the results of this paired t-test compare to the simulation results? 

(q) Suggest another possible way to analyze these data.  

A sign test can also be very useful for paired data.  If we let X = the number of pairs where the cell phone reaction time was longer, then X follows a Binomial distribution with parameters n, the number of subjects, and [image: image9.png]


, the probability that a subject’s cell phone reaction time is longer. The null hypothesis would say it’s equally likely for either time to be longer.  The alternative says it’s more likely that the cell phone time will be longer.


H0: [image: image11.png]


 = .5



Ha: [image: image13.png]


 > .5

(r) Explain how we could find a p-value for this test.

(s) What would be the “technical conditions” behind applying this sign test? Do you feel they are met?  

(t) What are some advantages and disadvantages to applying a sign test?
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